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1.

Segmentation




Segmentation

Segmentation is an important part of image analysis.
It refers to the process of partitioning an image into
multiple segments.

More precisely, image segmentation is the process of
assigning a label to every pixel in an image such that
pixels with the same label share certain visual
characteristics.

The goal of segmentation is to simplify and/or change
the representation of an image into something that is
more meaningful and easier to analyse.

From: https://www.semanticscholar.org/paper/Color-Image-Segmentation-Based-on-Different-Color-Khattab-Ebied/cd97f8faa5e3dbe9clc81f701f6b0969c4e59ad5


https://www.semanticscholar.org/paper/Color-Image-Segmentation-Based-on-Different-Color-Khattab-Ebied/cd97f8faa5e3dbe9c1c81f701f6b0969c4e59ad5
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Topology Clustering Threshold - Histogram
(Watershed) (C-Means) (Otsu)


https://scikit-image.org/docs/dev/auto_examples/segmentation/plot_watershed.html
https://slideplayer.com/slide/5031931/
http://www.labbookpages.co.uk/software/imgProc/otsuThreshold.html
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Autoencoders

Neural Networks
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During the forward pass, each filter is Max pooling is a sample-based Softmax function, also known as
convolved across the width and height of discretization process. The objective is to softargmax or normalized exponential
the input volume, computing the dot down-sample an input representation function, is a function that takes as input a
product between the entries of the filter (image, hidden-layer output matrix, etc.), vector of K real numbers, and normalizes it
and the input and producing a reducing its dimensionality and allowing for into a probability distribution consisting of
2-dimensional activation map of that filter. assumptions to be made about features K probabilities proportional to the
contained in the sub-regions binned. exponentials of the input numbers.

From: https://towardsdatascience.com/generating-images-with-autoencoders-77fd3a8dd368
https://computersciencewiki.org/index.php/Max-pooling_/_Pooling
https://youtu.be/lvNdI7yg4Pg
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https://towardsdatascience.com/generating-images-with-autoencoders-77fd3a8dd368
https://computersciencewiki.org/index.php/Max-pooling_/_Pooling
https://youtu.be/lvNdl7yg4Pg
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Autoencoders

An autoencoder is a neural network that is trained to
attempt to copy its input to its output. Internally, it has
a hidden layer h that describes a code used to
represent the input.

The network may be viewed as consisting of two parts:
an encoder function: h = f(x)
and a decoder that produces a reconstruction: r = g(h)

From: https://towardsdatascience.com/generating-images-with-autoencoders-77fd3a8dd368


https://towardsdatascience.com/generating-images-with-autoencoders-77fd3a8dd368
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From: https://mwww.sciencedirect.com/science/article/pii/S092523121930181X

Semantic Segmentation

Semantic segmentation is a natural step in the
progression from coarse to fine inference:

The origin could be located at classification, which
consists of making a prediction for a whole input.

The next step is localization / detection, which provide
not only the classes but also additional information
regarding the spatial location of those classes.

Finally, semantic segmentation achieves fine-grained
inference by making dense predictions inferring labels
for every pixel, so that each pixel is labeled with the
class of its enclosing object ore region.


https://www.sciencedirect.com/science/article/pii/S092523121930181X

Segmentation types

Class based Instance based Context based


http://www.cs.toronto.edu/~tingwuwang/semantic_segmentation.pdf

SegNet

Convolutional Encoder-Decoder

Pooling Indices ; SegNet, is designed to be an efficient architecture
: for pixel-wise semantic segmentation. It is primarily
motivated by road scene understanding applications
which require the ability to model appearance (road,
building), shape (cars, pedestrians) and understand
the spatial-relationship (context) between different
classes such as road and sidewalk

- Conv + Batch Normalisation + RelU
I Pooling [ Upsampling Softmax

From: https://arxiv.org/pdf/1511.00561.pdf


https://arxiv.org/pdf/1511.00561.pdf
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Antecipar o futuro. Esse é o nosso negécio.

From: https://towardsdatascience.com/semantic-segmentation-popular-architectures-dff0a75f39d0


https://towardsdatascience.com/semantic-segmentation-popular-architectures-dff0a75f39d0
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