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Motivation

- How to explain a Machine Learning classification to a 
non-expert user?



Machine Learning is Everywhere

- Computers, phones, tvs, home appliances…
- Customer support, recommendation system, classification, 

predictions…
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Motivation

- How to explain a Machine Learning classification to a non-expert 
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- Explainable AI (XAI) can help
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It is hard to use XAI methods

- Command Line
- Git
- Programming
- Python
- PyTorch / Tensor Flow
- Machine Learning
- …
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Problems

It is hard to present Explanations

- List of numbers
- Tables
- Spreadsheets
- Scrollers
- …



Problems

Our objective is to remove these barriers

How?
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Related Work

López-Trigo, Alonso and Bugarín (2018)
Generación Automática de Explicaciones 

en Lenguaje Natural para Árboles de 
Decisión de Clasificación

Ziems, Liu, Flanagan and Jian (2023)
Explaining Tree Model Decisions in 

Natural Language for Network 
Intrusion Detection 

Serafim, Crescenzi, Gezici, Cappuccio, 
Rinzivillo, and Giannotti (2024)

Exploring Large Language Models 
Capabilities to Explain Decision Trees
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LORE

Guidotti, Monreale, Giannotti, Pedreschi, 
Ruggieri, and Turini (2019)

Factual and Counterfactual Explanations 
for Black-Box Decision Making

Guidotti, Monreale, Ruggieri, Naretto, 
Turini, Pedreschi, and Giannotti (2022)

Stable and actionable explanations of black-box 
models through factual and counterfactual rules
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Goal

Develop a conversational interface to provide simplified explanations for 
non-expert users 

- Internally, an explanation is generated from a Decision Tree built from 
the classifier using LORE

- The generation process is distributed among multiple specialized 
agents



User

MAINLE’s Simplified Architecture
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MAINLE a Multi-Agent architecture, interactive, that provides Natural Language 
Local Explanations of classification outcomes
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Example
user
Hello, please explain the classification of a flower that has sepal length of 7.3, sepal width of 2.9, petal 
length of 6.3, and petal width of 1.8

assistant
gpt-4o-2024-08-06

I see that you have provided the following information:

- Sepal length: 7.3
- Sepal width: 2.9
- Petal length: 6.3
- Petal width: 1.8

However, I still need the classification of the flower, specifically the class (setosa, versicolor, or virginica).
Could you please provide the class for the flower? Thank you!
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Example
user
Hello, please explain the classification of a flower that has sepal length of 7.3, sepal width of 2.9, petal 
length of 6.3, and petal width of 1.8

assistant
gpt-4o-2024-08-06

I see that you have provided the following information:

- Sepal length: 7.3
- Sepal width: 2.9
- Petal length: 6.3
- Petal width: 1.8

However, I still need the classification of the flower, specifically the class (setosa, versicolor, or virginica).
Could you please provide the class for the flower? Thank you!

assistant
gpt-4o-2024-08-06

The classifier identified the example as belonging to the 'virginica' class with a confidence level of 
approximately 81.78%. This conclusion was based on evaluating the features of your instance.

Here's a simplified explanation of why it was classified this way:

1. The sepal width is relatively high, indicating that it falls above a certain threshold.
2. The petal length is also high, reinforcing the previous point.
3. The sepal length is greater than a specific value, further supporting the classification.
4. Lastly, the petal width is above the necessary level, which aligns with the characteristics typical of the 
'virginica' class.

Overall, these feature values closely matched the conditions required for an instance to be classified as 
'virginica', leading the model to make this prediction with a strong level of certainty.

user
The class is virginica
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assistant
gpt-4o-2024-08-06

If the sepal width was low, that would likely lead to a different classification. More specifically, if the 
sepal width were below or equal to a certain threshold, it could change the outcome altogether.
In this case, the premises that would support a different classification would include:
- A low sepal width (below that specific threshold) would not support the conditions for 'virginica'.
Since the current classification of your instance relies on the relatively high sepal width, altering this 
feature to be low could lead to a classification of either 'versicolor' or 'setosa' depending on the other 
values of the instance.
To sum it up, a low sepal width would disrupt the conditions that led to the classification of 'virginica' and 
instead shift it towards one of the other classes.
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If the sepal width was low, that would likely lead to a different classification. More specifically, if the 
sepal width were below or equal to a certain threshold, it could change the outcome altogether.
In this case, the premises that would support a different classification would include:
- A low sepal width (below that specific threshold) would not support the conditions for 'virginica'.
Since the current classification of your instance relies on the relatively high sepal width, altering this 
feature to be low could lead to a classification of either 'versicolor' or 'setosa' depending on the other 
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Example assistant
gpt-4o-2024-08-06

The classifier identified the example as belonging to the 'virginica' class with a confidence level of 
approximately 81.78%. This conclusion was based on evaluating the features of your instance.

Here's a simplified explanation of why it was classified this way:

1. The sepal width is relatively high, indicating that it falls above a certain threshold.
2. The petal length is also high, reinforcing the previous point.
3. The sepal length is greater than a specific value, further supporting the classification.
4. Lastly, the petal width is above the necessary level, which aligns with the characteristics typical of the 
'virginica' class.

Overall, these feature values closely matched the conditions required for an instance to be classified as 
'virginica', leading the model to make this prediction with a strong level of certainty.

user
If the sepal width was low, what would be the classification?

user
Thank you
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Validation

- User Study
25 people

- Form with raw and 
simplified explanations

- Likert scale rating
1: Strongly Disagree

2: Disagree

3: Neutral

4: Agree

5: Strongly Agree



Evaluation Criteria

- Technical Jargon

- Simplicity

- Completeness

- Conciseness



Results - User Study - Explanation Rating

Criterion Raw Explanation Simplified Explanation

Technical Jargon 3.1 ± 1.3 4.0 ± 1.0

Simplicity 2.8 ± 1.3 4.4 ± 0.8

Completeness 3.4 ± 1.3 3.1 ± 1.3

Conciseness 3.0 ± 1.2 3.9 ± 1.2



Results - User Study - Best Explanation

Criterion Raw Simplified Both rated equally

Technical Jargon 5 12 8

Simplicity 1 18 6

Completeness 10 9 6

Conciseness 5 15 5

Total 21 54 25
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Results - Critic Agents - Explanation Rating

GPT-4o Gemini 2.0 LLaMA 3.2 DeepSeek-R1

Criterion Raw Sim. Raw Sim. Raw Sim. Raw Sim.

Technical Jargon 2.1 4.2 3.7 4.7 2.1 3.9 2.9 3.6

Simplicity 2.0 4.8 3.7 4.7 3.9 4.8 2.7 4.6

Completeness 3.4 4.1 3.9 3.4 3.5 4.6 3.8 3.8

Conciseness 3.3 4.6 3.4 4.6 4.0 4.7 2.7 4.4



Results - Critic Agents - Best Explanation

GPT-4o Gemini 2.0 LLaMA 3.2 DeepSeek-R1

Criterion Raw Sim. Raw Sim. Raw Sim. Raw Sim.

Technical Jargon 0 25 0 25 0 25 8 17

Simplicity 0 25 0 25 0 25 1 24

Completeness 22 3 5 20 8 17 24 1

Conciseness 0 25 0 25 3 22 2 23

Total 22 78 5 95 11 89 35 65
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Potential Risks and Concerns

1. LLM-related problems

2. Usage of a surrogate model



MAINLE: a Multi-Agent, Interactive, Natural Language Local Explainer of Classification Tasks
Paulo Bruno Serafim, Rômulo Férrer Filho, Stenio Freitas, Gizem Gezici, Fosca Giannotti, Franco Raimondi, and Alexandre Santos

Thank you!

github.com/paulobruno/ecml-pkdd-2025

paulobruno.github.io

paulo.desousa@gssi.it

pre-print version

Poster Section
(Board 36)

Thursday, 18/Sep
19:00 - 21:00

http://github.com/paulobruno/ecml-pkdd-2025
http://paulobruno.github.io
mailto:paulo.desousa@gssi.it
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Contributions

1. A multi-agent architecture to generate simplified explanations for any 
ML classifier

2. A process to generate natural language explanations using surrogate 
interpretable models for any classifier

3. Interactive explanations through conversation

4. Validation of the architecture with user studies

5. Public availability of the code



LORE Algorithm



Quality Attributes

- Interactivity

- Modularity

- Flexibility

- Transparency
- Decision transparency

- Information transparency
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Datasets, Classifiers and LLMs

- Iris Flower
- Breast Cancer
- Wine
- Adult Income
- Credit Approval

- Random Forest
- Gradient Boosting
- MLP

- Gpt-4o
- Gemini 2.0
- Llama 3.2
- DeepSeek-R1



Non-LLM Translator

Raw Explanation Simplified Explanation

The instance is 
classified as virginica 
because sepal length 
(cm) is greater than 
6.96 and sepal width 
(cm) is 2.09 and petal 
length (cm) is greater 
than 2.26 and petal 
width (cm) is greater 
than 1.08.

The instance was classified as ‘virginica’ based on 
the following features: the sepal length is high, the 
sepal width is moderate, and the petal width and 
petal length are also high. This combination of 
features strongly aligns with what is typically seen 
in the ‘virginica’ class of flowers. The model is quite 
confident in this classification, with a confidence 
level of about 81%. In simpler terms, the 
measurements show characteristics that are 
distinctly associated with the ‘virginica’ variety, 
leading to its classification.



Questions from the audience

Here are the two questions asked by the audience during the presentation and their 
summarized answers.

1. Did you ask the users if they could understand the explanation and not 
only to rate them?
a. No, because that would require users to have domain knowledge about the 

dataset, which we did not want to require, since we were evaluating MAINLE from 
the perspective of non-expert users.

2. Which LLM did you use for the simplifier and how did you implement it to 
simplify an explanation?
a. (I showed the extra slide with the LLMs used) We created a structured prompt and 

passed it as system instructions for the LLMs that accept system prompts or in the 
question for the LLMs that do not accept them. All prompts are publicly available in 
the repository.


